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Abstract

We propose that the critical function of sleep is to
prevent uncontrolled neuronal feedback while allow-
ing rapid responses and prolonged retention of short-
term memories. Through learning the brain is tuned
to react optimally to environmental challenges. Op-
timal behavior will often require rapid responses and
the prolonged retention of short-term memories. At a
neuronal level, these correspond to recurrent activity
in local networks. Unfortunately, when a network ex-
hibits recurrent activity, small changes in the param-
eters or conditions can lead to runaway oscillations.
Thus, the very changes that improve the processing
performance of the network can put it at risk of run-
away oscillation. To prevent this, stimulus-dependent
network changes should only be permitted when there
is a margin of safety around the current network pa-
rameters. We propose that the essential role of sleep
is to establish this margin by exposing the network
to a variety of inputs, monitoring for erratic behav-
ior, and adjusting the parameters. When sleep is not
possible, an emergency mechanism must come into
play, preventing runaway behavior at the expense of
processing efficiency. This is tiredness.

1 Introduction

As bedtime approaches, we begin to experience tired-
ness. The symptoms of tiredness include yawning, a
tendency to fall asleep and a degradation of some
cognitive abilities, particularly those related to short
term memory and attention. These symptoms tend
to become more acute if we are unable to sleep; there
is a progressive reduction in coordination, judgment,

and reaction time. After a prolonged period without
sleep, alertness is often interrupted by micro-sleeps:
brief intervals of sleep which we experience as lapses
in attention and the intrusion of dream-like thoughts.

One striking property of tiredness is that its symp-
toms can be temporarily reversed: if we are engaged
in a stimulating or crucial task our feeling of tiredness
diminishes and our cognitive abilities return to nor-
mal (Hartmann, 1973). Furthermore, it is possible
to stay awake for days at a time: soldiers in combat
sometimes go long periods without sleep, and there
are documented cases of extreme sleep deprivation
lasting a week or longer. During extreme sleep depri-
vation people suffer hallucinations and are described
as lacking affect but recover after sleep (Ross, 1965).

The normal consequence of tiredness is sleep.
There are two main sleep types, rapid eye move-
ment sleep (REM) and slow wave sleep (SWS) during
which the brain steps through a variety of slow wave
oscillation states. Beginning with SWS, the two sleep
types alternate with a ninety minute period. About
a fifth of each cycle is REM, with that fraction in-
creasing through the sleep period. The total amount
of SWS increases with illness and physical exertion
(Hartmann and Brewer, 1976) while the fraction of
sleep which is REM along with the total time spent
sleeping tends to decrease through life: newborn ba-
bies often sleep 18 hours each day and spend three-
fifths of that time in REM.

Electroencephalography shows that during SWS
neuronal activity is synchronized at low frequency
with individual neurons alternating between periods
of activity and inactivity (Destexhe et al., 2007). In
contrast, during REM, neurons are active and unsyn-
chronised. Heart rate and breathing become irregu-
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lar in a way that also mimics waking, the eyes move
rapidly behind closed eyelids and the penis is erect or
the clitoris engorged. There is a loss of muscle tone
and the body is paralyzed.

It is believed that we spend most of REM dream-
ing: dreams are illusionary experiences and are one
of the most intriguing features of sleep. While they
are particularly associated with REM, dreams have
been reported upon waking from SWS. Dreams often
involve bizarre sequences of events; while dreaming,
however, dreamers are not usually disturbed by the
weirdness of the dream and are swept along by the
dream narrative. Dreams can produce a strong emo-
tional response. Typically, dreams do not directly
revisit recent experiences, rather they often have el-
ements which refer to the recent or distant past. Al-
though some dream narratives are common: being
naked in public, running but getting nowhere, flying
and falling, dream content shows great variation from
person to person and dream to dream (Hartmann,
1973). We do not usually remember our dreams and,
if we do, the memory tends to fade rapidly.

Sleep is common to much of the animal kingdom
and the human pattern of sleep, with SWS and REM
alternating, is common to all terrestrial mammals
and to birds (Roth et al., 2006). There is, how-
ever, a huge variation in how much different mam-
mals sleep and what fraction of their sleep is REM
(Siegel, 2008). Although ranking learning ability or
intelligence across species is a somewhat subjective
enterprise, it is apparent that the amount of REM
sleep is not correlated with intelligence.

1.1 Why do we sleep?

While it is clear that we rest while we are asleep, it
is not at all clear why we need to sleep in order to
rest. It is only on reflection that we realize what a
peculiar phenomenon sleep is. Most obviously, it is
dangerous in that there is a substantial threshold of
arousal and a period of befuddlement on awakening.
Unlike hibernation, which has an obvious metabolic
explanation, sleep cannot be explained from a purely
ecological point of view and must be the only practi-
cal way of performing some particular essential func-
tion. Furthermore, while it may at first seem vacuous
to point out that the consequence of sleeplessness is
tiredness, it should not be forgotten that a theory of
sleep should explain the symptoms of tiredness.

The currently established candidate for the essen-
tial function of sleep is memory consolidation. Ac-
cording to this hypothesis, sleep is an essential part of

the process by which long-term memories are formed.
This is a popular and widely tested theory (Fishbein
and Gutwein, 1977; Gutwein and Fishbein, 1980; Se-
jnowski, 1995; Sejnowski and Destexhe, 2000), but
the experimental evidence is complex and inconclu-
sive (Allen et al., 1972; Horne and McGrath, 1984;
Vertes and Siegel, 2005; Foster and Wilson, 2006;
Maquet, 2001) and the original hypothesis has been
weakened to the point where some consider it vacu-
ous (Siegel, 2005). There appears to be little evidence
that sleep is vital to the consolidation of declarative
memories (Smith, 2001; Walker, 2005). In the case
of procedural memory for learned motor responses,
where evidence for consolidation is strongest, sleep
appears important in enhancing response speed, but
not quality (Fischer et al., 2002; Walker et al., 2002;
Finelli and Sejnowski, 2005). It would seem strange
if so extreme and odd an adaptation as sleep was ex-
plained by such specific aspects of memory and learn-
ing.

Coenen (2005) argues that the classical interfer-
ence theory of sleep can account for the relationship
between sleep and memory. According to the interfer-
ence theory, the main requirement for memory con-
solidation is time, and sleep is merely a convenient
time period for consolidation to occur. During sleep
there is little interference from either sensory input
or conscious rumination. The analogy of digestion
is given: much of our food is digested during sleep,
however, while rest aids digestion, sleep is not vital.
Since digestion is not the primary purpose of sleep,
the phenomenology of sleep and digestion is fragmen-
tary and complex, as it is for memory consolidation
(Coenen, 2005).

This is an extreme view; it is probable that as-
pects of sleep have evolved to facilitate memory con-
solidation and that significant amounts of memory
consolidation occurs during sleep. However, we con-
tend that memory consolidation is an example of a
“piggy-backed” function. Sleep seems to have evolved
to subserve a number of functions in addition to its
core essential function. For example, it seems likely
that the penile erections which occur during REM
sleep serve a function which could also be performed
by penile erections during wakefulness, and that their
occurrence during sleep is a matter of convenience
rather than necessity. In this paper, we propose a
new hypothesis concerning the core function of sleep.

We propose that the neuronal plasticity rules that
subserve learning would inevitably result in harm-
ful runaway oscillations unless there were intervals of
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sleep during which different protective rules operated.

2 Criticality

In physics, criticality describes the behavior of a sta-
tistical system at the boundary between two phases:
for example, water at its boiling point. As the tem-
perature is increased, the properties of water change
gradually, but, at the temperature critical point there
is a sudden, discontinuous qualitative change as the
water turns to steam. We are not in a position here
to define and study criticality for the brain in the
same precise way that it can be defined and studied
for physical systems such as the Ising model. How-
ever, a neuronal network has dynamics determined by
the neuronal parameters, such as synaptic efficiencies
and membrane time constants. Here, we will use crit-
icality to refer to a border in the neuronal parameter
space, separating networks with different qualitative
behavior. Specifically, we use criticality to describe a
border which separates networks with persistent but
controlled activity from networks with pathological
behavior.

It is clear that changes to the synaptic efficacies
in a neuronal network can lead to more persistent
activity and to a more rapid response of neurons to
afferent spiking. We argue that, in aggregate, the
synaptic changes that occur during normal awake be-
havior increase the persistence of activity and the ra-
pidity of responses: increasing the strength of the
connections between neurons decreases the effective
time constants for the local neuronal circuits. Persis-
tence and rapidity are clearly positive performance
attributes for the brain, useful for the integration
of separate inputs and for timely reactions to sud-
den events. It is also clear that the type of synap-
tic changes that increase persistence of activity and
rapidity of response are likely to bring the network
closer to criticality. As such, they risk creating a sit-
uation where normal sensory data can cause uncon-
trolled feedback. In short, it seems likely that there is
a performance benefit to synaptic changes which ap-
proach the critical boundary separating persistent or
rapid activity from uncontrolled feedback. Although
the rate of plastic changes in the brain is greatest dur-
ing development, they are by no means exclusive to
it. The brain is continually changing, these changes
are presumably to the benefit of performance and,
therefore, we would argue, likely to bring the brain
closer to the critical boundary.

It would be extremely damaging for the brain to

suffer uncontrolled feedback. If the changes in the
synapses that occur while awake tend to bring the
neuronal networks in the brain closer to the criti-
cal boundary, then there must be some mechanism
to protect the brain from straying over that bound-
ary. We hypothesize that this is the primary function
of sleep and that different plasticity regimes at work
in the sleep-wake cycle conspire to tune the brain for
criticality. Neuronal circuits move closer to criticality
while awake. During sleep, the activity of the sleep-
ing brain serves to discover network dynamics whose
behavior shows too close a proximity to the critical
boundary and to remove the consequent risk of poten-
tially harmful self-reinforcing loops though protective
plastic changes. This is illustrated in Fig. 1.

Regarded as a dynamical system, the brain is, of
course, extremely complex. At the cellular level,
there is a huge range of different dynamical param-
eters including membrane constants, parameters de-
scribing the density and the time course of ion gates
along with synaptic efficiencies and other synaptic
parameters. Neurons participate in local networks
and these, in turn, can give rise to a huge variety
of different local circuits with different, and subtle,
dynamical behaviors. We do not wish to pin our hy-
pothesis to any particular proposed local neuronal
circuit; instead, we hope to advance our hypothe-
sis as a general principle with validity across a large
range of circuit types. Optimal behavior in differ-
ent circuits will be associated with different sorts of
tuning of the effective dynamical parameters, such as
the time constants or the relative degree of excita-
tion and inhibition. The persistence of short term
memories would, for example, require dynamical cir-
cuit with long time constants. In contrast, rapid re-
sponses to stimuli would require short time constants.
What we propose is that across many local circuits,
the on-going plastic changes which adjust parameters
to optimize behavior will bring the system closer to
super-criticality, super-critically which might in some
case mean an uncontrolled growth in activity, in oth-
ers, over-persistent or over-synchronized oscillations.

As discussed in the introduction, it is probably that
tuning for criticality is not the only function of sleep.
It is quite possible that memory consolidation also oc-
curs during sleep, it is even possible that the plastic
changes that occur during sleep are chosen to simul-
taneously promote the consolidate of memories and
protect the brain from super-criticality. However, our
primary intention here is to argue that tuning-for-
criticality is the main reason for sleep.
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Figure 1: A cartoon representation of the network parameter space and the wake-sleep cycle. Each point in
this space represents a different network with different network parameters. In reality, of course, this space
would have a huge number of dimensions. The boundary between the sub-critical and super-critical region is
represented by a cluster of interwoven lines, this indicates that the network dynamics depend on stimulus and
on modulatory behavior. Some points in parameter space might have apparently safe, sub-critical, behavior
for most stimuli but produce a super-critical response to some unusual events. During learning the network
moves towards this critical boundary, sleep moves it back. This does not reverse the effect of learning, but
it does change the network to ensure that there is a margin of safety between it and the critical boundary.

2.1 Tiredness

We propose that tiredness is an emergency response
to a lack of sleep. Tiredness is not just a craving: it
degrades our performance. Hunger, for example, does
not have physical ill-effects until the lack of food be-
gins to cause a metabolic deficit. The symptoms of
tiredness include reduced mental ability. This seems
to indicate that tiredness occurs when some impor-
tant resource has been exhausted. Here, we are sug-
gesting that this resource is the margin of safety sepa-
rating the brain from the boundary of criticality, and
that tiredness occurs when it would be dangerous for
the brain to continue to operate at its full ability. If
we remain awake for too long, synaptic plasticity is

reduced to avoid increasing the risk of super-critical
behavior and, crucially, neuronal parameters are re-
versibly down-regulated in a way that reduces the
persistence of activity across the brain and therefore
the risk of uncontrolled feedback. Such a protective
response is tiredness. This is illustrated in Fig. 2.
This hypothesis is consistent with our ability, when
required, to go without sleep and to briefly throw off
the negative effects of tiredness.

2.2 Epilepsy

Dinner and Lüders (2001) note that there ‘is a very
close relationship between epilepsy and sleep that
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Figure 2: A cartoon representation of the effect of tiredness. In this illustration the network has approached
the critical boundary and is at the point where sleep normally restores the margin of safety. However, in
the absence of sleep, an emergency response is required, the network is modulated so that performance is
degraded and the critical boundary moves further away. Synaptic plasticity is also down regulated, preventing
the network from straying too much further into the danger region.

has been recognized since antiquity.’ In epileptics,
tiredness and sleep deprivation are often triggers of
seizures and ‘in a few patients, recognition and treat-
ment of a coexisting sleep disorder can make the
difference between complete seizure control and re-
fractory epilepsy’ (Bazil, 2002). There is evidence
that some epileptic seizures are accompanied by an
increase in the spatial and temporal correlation of
neuronal activity (Lehnertz and Elger, 1998) and we
hypothesize that these seizures are the result of super-
critical behavior. Furthermore, seizures are often fol-
lowed by a postictal period: a period of tiredness
and listlessness lasting up to 48 hours during which
the epileptic often sleeps (Kolb and Litt, 2002); per-
haps this period serves to reduce the risk of further
super-critical behavior by an extended search for near
critical loops. Tiredness is also a significant trigger

for migraine and migraine is also often followed by a
postictal period (Mulder et al., 1999) making it pos-
sible to speculate that migraine is also related to the
risk of super-criticality.

2.3 Depression

Clinical depression is exacerbated by too much sleep,
and treatments include sleep deprivation (Wirz-
Justice and den Hoofdakker, 1999) and modafinil, a
drug which suppresses tiredness (Menza et al., 2000).
Perhaps one contributing cause of depression is a
tuning-for-criticality mechanism that is too strong.
This results in a system that is overly sub-critical
whose sub-critical dynamical constants cause an in-
ability to sustain concentration, a reduced short-term
memory capacity, and lethargy. Furthermore, the
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fact that the depressed brain is sub-critical could re-
duce the need for sleep below what is regulated for
by the circadian rhythm, resulting in insomnia.

2.4 Dreams

Dreaming fits naturally into this tuning-for-criticality
theory of sleep. In the context of our hypothesis,
dreams stimulate the brain in a manner that mimics
awake cognition as part of a search for self-reinforcing
loops. Dreams are a guess, based on recent and
distant memories, of possible future sensory stimuli.
They need not have a coherent and logical narrative
structure to effectively test whether the neuronal cir-
cuits in the brain can be stimulated to produce feed-
back behavior. However, it would be advantageous
for dreams to include a wide variety of pointed and
provocative content. This is consistent with observa-
tion.

By claiming that dreaming is a mechanism for lo-
cating the most proximate parts of the critical bound-
ary, we appear to be restricting our hypothesis to
REM. Of course, it is possible that SWS does have an
unrelated critical function and that REM and SWS
have different functional origins. It is also possi-
ble that the oscillations that occur in SWS broaden
or refine the search for harmful super-criticality in
the brain. Another possibility is that the search for
synaptic changes that are required to protect the
brain from the risk of super-critical behavior takes
place while awake and during REM, but the actual
changes occur during SWS. Perhaps while awake and
REM, local neuronal behavior typical of cells at risk
of super-critical behavior is tagged biochemically and,
during SWS, these markers result in protective synap-
tic changes. This is consistent with the reduction in
REM fraction seen in polyphasic sleep (Vogel, 1978).
However, this is just speculation; of main proposal is
that tuning for criticality is the main purpose of sleep
and that sleep structure is, in some way, optimized
to that purpose.

2.5 Cetaceans and unihemispherical

sleep

Cetaceans cannot sleep in the normal way: they must
remain swimming in order to surface and breath and
an unconscious cetacean would drown. In fact, many
cetaceans sleep with half their brains at a time: one
half of the brain remains awake, and one eye remains
open, enabling the whale or dolphin to continue to

surface and sound (Mukhametov, 1985). This exam-
ple alone allows us to discount ecological theories of
sleep: if sleep where simply a mechanism to conserve
energy and encourage stillness during periods when
activity is not advantageous, dolphins would not
sleep. One disadvantage of uni-hemispherical sleep
is that it appears to make REM impossible; at least,
it has not been observed in cetaceans (Mukhametov,
1985; Lyamin et al., 2000; Mukhametov, 1984; Shur-
ley et al., 1969; Mukhametov, 1988). According to
the tuning-for-criticality theory of sleep, this requires
that the dolphin brain be less subtly tuned for crit-
icality. This, in turn, implies that the dolphin brain
is less efficient than the brains of terrestrial mam-
mals. In fact, cetaceans in general, and in particular
cetacean, such as the killer whale, narwhal and dol-
phin, that hunt and that live in challenging environ-
ments, are unusually highly encephalized.

One common measure of encephalization, thought
to give a useful measure of the available processing
power of an animals brain, is the encephalization quo-
tient (EQ) defined (Jerison, 1973) by

EQ =
brain mass

0.12(body mass)2/3
(1)

In Table 1 we exhibit the EQ for a range of ani-
mals. This appears to roughly list the animals in
order of what we would intuitively estimate as their
cognitive ability. However, the dolphin is surprisingly
high, leading to the suggestion (Kesarev, 1971) that
the massive development of the neocortex in dolphins
may be related to more active participation of the
central nervous system in the regulation of visceral
functions and their correlation with somatic func-
tions. It is hard to see why this would be the case,
and we claim that dolphins have a high EQ because
they are unable to benefit from the same, presumably
optimal, sleep structure found in other mammals.

Unihemispherical sleep is not unique to Cetaceans,
it is also observed in eared seals, manatees and many
species of bird, however, other birds and mammals
which exhibit unihemispherical sleep also sleep bi-
hemispherically and experience REM sleep. This pre-
sumably reflects the undesirability of exclusively uni-
hemispherical sleep as an adaptation; only the par-
ticular challenge presented to mammals by a wholly
aquatic exist results in unihemispherical sleep.

Of course, it is possible that the dolphin’s high
EQ is an accurate reflections of its cognitive and sen-
sory ability or that the specific EQ scaling factors are
chosen specifically to order terrestrial mammals, and
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Table 1: Encephalization Quotient (EQ) of Selected
Mammals (MacPhail, 1982)

Species EQ

Man 7.44
Dolphin 5.31
Chimpanzee 2.49
Rhesus Monkey 2.09
Elephant 1.87
Whale 1.76
Dog 1.17
Cat 1.00
Horse 0.86
Sheep 0.81
Rat 0.40
Rabbit 0.40

that marine animals, with different propulsive mech-
anisms and surface to volume ratios, would suit a dif-
ferent scaling factor. However, what is certain is that
sleep time and profile varies hugely from mammal to
mammal and a convincing theory of REM sleep func-
tion should explain these great differences.

2.6 Learning and memory in Zebra

finch

Adult males zebra finches sing, and have a single iden-
tifying song which they learn under the tutelage of
an adult male. At 30 days after hatching juvenile
finches begin producing unstructured sounds; after
tutoring the sounds become structured through fre-
quent rehearsal and by 90 days the song has stabi-
lized, a process referred to as song crystallization.
Derégnaucourt et al. (2005) describes a comprehen-
sive study of sleep, learning and memory in zebra
finch, in which juvenile male zebra finches were sep-
arated from their colony at day 30 after hatching.
Tutoring began at day 43 and, from that time until
crystallization, all sounds produced by the finch were
recorded and analyzed.

Using automated quantitative analysis of song
quality and song similarity (Ho et al., 1998; Tch-
ernichovski et al., 2000), it was observed that song
quality degrades during sleep and songs produced af-
ter waking are less similar to the model songs than
those produced the preceding night; see, for exam-
ple, Fig. 3. Great care was taken in this study to rule
out explanations other than sleep time degradation
of performance, for example, the possibility that the

passing of time, rather than actually sleep, is respon-
sible for the effect, was studied and excluded, as was
the possibility that the vocal apparatus or morning
grogginess, rather than song learning, was at fault
for poor morning performance. However, no attempt
was made to manipulate sleep structure; this may a
useful future possibility, zebra finches are known to
have a similar sleep structure to mammals (Low et al.,
2008).

While it is possible to imagine explanations within
the memory consolidation theory, this degradation of
performance is hardly a natural prediction of a the-
ory which posits that memory and learning is stabi-
lized and even improved during sleep. It is however
a natural prediction of our hypothesis. Song learning
is accompanied by substantial plastic change in the
brain, necessitating a substantial sleep-time retreat
from the critical boundary.

2.7 Avalanches

Striking evidence for critical behavior is provided
by the observation of avalanche-like spiking in cor-
tical slices (Beggs and Plenz, 2003, 2004). Extended
recordings are made of slices using an electrode array.
It is observed that spiking is intermittent, with peri-
ods of activity interleaved by periods of quiescence.
By dividing time into short bins and counting how
many electrodes are active in each bin, it is possible
to define the length and size of the periods of activ-

Figure 3: Zebra finch song quality monitored during
acquisition. “Entropy variance” was a measure of
imitation accuracy. Learning was rapid after awak-
ening, then slowed. Sleep degraded song perfor-
mance. Birds with the most degradation by sleep
ultimately attained the best performance. Adapted
by permission from Macmillan Publishers Ltd: Na-
ture (Derégnaucourt et al., 2005) copyright (2005)
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ity, or avalanches. Both the number of avalanches of
a given duration and the number of a given size de-
crease according to a power law: N ∝ nγ + C where
C is a constant, N is the number of events and n the
duration or size with scaling exponents γ = −2 for
duration and γ = −3/2 for size. Although power-
law scaling behavior does not necessarily mean the
system is critical, it is typical of critical systems and
this specific power law behavior arises in the critical
regime of a simple network model (Beggs and Plenz,
2003, 2004; Zapperi et al., 1995).

3 Discussion

3.1 Related theories of the brain

This tuning-for-criticality hypothesis regarding the
role for sleep is novel. However, the idea that the
brain is a near-critical network is not. For example,
a classic paper by Turing (1950) considers in pass-
ing how criticality might apply to the brain. More
recently, “Computation at the edge of chaos” has
gained considerable attention in the study of com-
plex systems (Chialvo, 2004). It has been proposed
that, in order to support computation, the brain ex-
ists near criticality (Greenfield and Lecar, 2001). As
we have discussed, criticality has engineering advan-
tages; furthermore, some learning algorithms for tem-
poral sequences, such as liquid state machines (Maass
et al., 2002) and echo state networks (Jaeger and
Haas, 2004), perform well only when their recurrent
network modules are near the boundary of critical-
ity. It has also been proposed that the brain self-
organizes for criticality, in other words, that near-
critical behavior is the consequence of the synaptic
plasticity rules involved in learning (Bak, 1997). Self-
organization for criticality is an intriguing proposal,
but one that differs from the hypothesis that we ad-
vance here: we propose that near-critical behavior is
the result of tuning during the wake-sleep cycle.

A discussion of neuronal network criticality, which
closely anticipates our proposal, occurs in a paper
concerning a spiking network capable of detecting
spatio-temporal patterns (Hopfield and Brody, 2001).
It is noted that if too many patterns are learned, there
is a phase transition into a regime in which the net-
work loses its selectivity. This super-critical regime
is likened to epilepsy. It is noted that more patterns
can be stored if a few neurons are removed: the ones
involved in the encoding of the largest number of pat-
terns and therefore most implicated in the “epileptic”

behavior. This is an example of an intervention which
prevents criticality in order to improve performance.
In our proposal, the neurons would not be removed;
rather synaptic strengths would be depressed during
a sleeping phase.

Earlier theories have also suggested that the func-
tion of sleep is related to unlearning. Based on an
analogy between the cerebral cortex and artificial
neural networks, it has been proposed that sleep re-
moves certain undesirable modes of interaction be-
tween cortical cells, namely interactions that may be-
come parasitic (Crick and Mitchison, 1983). The pro-
posed function of REM sleep is thus to tune the net-
work using random neuronal firings, helping to eradi-
cate spurious connections. One could imagine this as
a kind of reverse learning mechanism, in which spuri-
ous connections are attenuated, rather than strength-
ened.

The risk of uncontrolled behavior presented by re-
current connections is emphasized in Crick and Koch
(1998). The authors note that “neurons are usually
kept in a jittery state near the edge of excitation in or-
der to make them respond more promptly” and that
makes it likely that strong excitatory loops “would
throw the cortex into uncontrolled oscillations, as in
epilepsy”. They also note that excitatory feedback
makes it difficult to design recurrent neural networks
and compare recurrent models to the “early radio
sets that emitted howls (caused by positive feedback)
if the volume control was turned too high.” Crick
and Koch (1998) proposes that the absence of strong-
excitatory loops is a design principle in cortical and
thalamic projection; here we are proposing that the
plastic changes which occur during sleeping ensure
that there are no strong-excitatory loops which are
likely to lead to uncontrolled oscillations.

There has been considerable study of learning al-
gorithms for continuous networks with hidden units,
time delays, and asymmetric connections (Pearlmut-
ter, 1995). One issue with such systems is that some
of the most practical learning algorithms assume the
system settles to a fixed point, that is, that it is
an attractor network, and ignore the path taken to
reach the fixed point (Feynman, 1939; Jordan, 1986;
Pineda, 1987; Almeida, 1987). This motivated ex-
ploration of how it could be ensured that a network
of this sort would indeed settle to a fixed point,
and how the time taken to reach the fixed point
could be controlled. This is very closely related to
super-criticality, as making these trajectories faster
improves performance, but the changes required to
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make them faster, taken too far, lead to oscillation
and chaos. Atiya and Abu-Mostafa (1990, Eq. 3) de-
rived sufficient conditions on the weights in such a
network to guarantee stability, but these were quite
conservative: many stable networks used in practice
violate them. Simard et al. (1990, 1991) develops
methods to measure and control the spectrum of the
Jacobian of the evolution function in such networks.
Monte Carlo exploration of the parameter space of
such networks revealed complex structure unlikely to
be captured by any simple prescription (Renals and
Rohwer, 1990). Local exploration is the only known
practical way to identify when a complex network is
near to criticality.

The length of the impulse response of a recur-
rent network determines the maximum temporal sep-
aration which two stimuli can have in order for a
gradient-based method to learn an association be-
tween them. This makes for a delicate trade-off: a
short impulse response makes the network stable, and
allows a more aggressive learning rate, but gives it
a brief short-term memory and makes it unable to
learn longer temporal associations. A longer impulse
response requires a slower learning rate, and also puts
the network at risk of infinite impulse responses, i.e.,
oscillatory or chaotic behavior. These issues were
noted and motivated the construction of a specialized
recurrent architecture which allows very long impulse
responses Hochreiter and Schmidhuber (1997).

It has been shown that even in a simple associative
neural network model without hidden units, spurious
attractors can be removed by a phase of unlearning
of noise input, which was suggested to correspond
to REM sleep (Hopfield et al., 1983). Many modern
unsupervised machine learning algorithms, such as
the Boltzmann Machine (Ackley et al., 1985; Hinton,
1989) or the Helmholtz Machine (Hinton et al., 1995;
Dayan et al., 1995; Dayan and Hinton, 1996), require
alternating “awake” and “hallucinating” phases. The
purpose of these “hallucinating” phases is, however,
quite different from the purpose we propose for sleep.

3.2 Partial evidence which may sup-

port our theory

There is evidence that synaptic strengths are down-
regulated during SWS (Cirelli and Tononi, 2000;
Cirelli et al., 2004; Tononi and Cirelli, 2006). This
supports our hypothesis. It is further suggested
(Tononi and Cirelli, 2006) that synapses are weak-
ened in proportion to their strength and that this re-

duces energy and space costs and prevents synaptic
saturation. In contrast, according to our hypothesis,
synapse-specific changes are made to reduce the risk
of network super-criticality: we contend that this is
more consistent with the phenomenology of sleep and
tiredness.

Sleep in adults is typically driven by a circadian
rhythm. Apart from the apparent ecological role of a
circadian rhythm in some animals, according to this
tuning-for-criticality theory we might say that tired-
ness is a mechanism to avoid super-criticality, which
is very dangerous; and that the circadian rhythm is
a mechanism to avoid tiredness, which is itself risky.
Furthermore, during the evolutionary emergence of
sleep, the alteration of night and day presumably en-
trained the tuning cycle and resolved the competing
need to remain close to the critical boundary by sleep-
ing frequently and the need to have unbroken periods
of wakefulness during which to perform tasks.

Monoamine oxidase (MAO) inhibitors are a class
of anti-depressants which inhibit the breakdown of
monoamine neurotransmitters. Although an effec-
tive therapy, MAO inhibitors are now rarely pre-
scribed because they interact dangerously with some
foods and require the patient to follow a restricted
diet. Surprisingly, REM sleep is virtually abolished
by MAO inhibitors (Cohen et al., 1982). This is very
hard to explain within memory consolidation theo-
ries of sleep since these would predict that MAO in-
hibitors would cause memory impairment when, in
fact, there is some evidence that MAO inhibitors pro-
duce memory improvement (Georgotas et al., 1983).
There is also a famous case of a man who almost com-
pletely lacks REM sleep following brain stem lesion
from shrapnel fragments, but who does not seem to
suffer a detectable cognitive impairment (Lavie et al.,
1984).

It must be acknowledged that the elimination of
REM also poses a challenge to our hypothesis, and
indeed to any theory of sleep that assigns a function
to REM. We contend, of course, that REM must
serve a function and those who avoid REM must suf-
fer some negative consequence. However, all that we
seem to know is that this negative consequence is not
related to memory. We have suggested that protec-
tive synaptic changes occur during SWS in response
to biochemical markers laid down during wake and
dreaming. In the context of this version of our hy-
pothesis, it is possible that MAO inhibitors slow the
breakdown of those markers, resulting in protective
changes which respond only to stimuli experienced
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during wakefulness. This would imply that those
avoiding REM by taking MAO inhibitors, or indeed,
by adopting a polyphasic sleep pattern, should have
an increased susceptibility to tiredness, and even an
increased risk of epilepsy, when confronted by situa-
tions poorly foreshadowed by normal awake life.

Yawning remains a mystery. Yawning is a symp-
tom of tiredness, boredom, stress and migraine, and
people most frequently yawn just before going to
sleep and just after waking up. Yawning is also
suggestive: we are prompted to yawn by the sight
of someone else yawning, or even by reading about
yawning. It is not know why we yawn; one intriguing
suggestion is that it is a thermo-regulatory mecha-
nism for controlling brain temperature (Gallup and
Gallup, 2007). The dynamics of neurons in the brain
are temperature sensitive, and increasing the tem-
perature of the brain might be expected to decrease
thresholds of activation. If the purpose of yawning is
to reduce brain temperature, then the increased rate
of yawning that accompanies tiredness would be con-
sistent with the tuning-for-criticality hypothesis, as
raising such thresholds would be particularly impor-
tant when the brain is at risk of super-critical behav-
ior.

3.3 Predictions

The most direct prediction derived from our hypoth-
esis is that different plasticity regimes operate during
wakefulness, tiredness and slow-wave sleep. There
are obvious technical difficulties to the experimental
study of the differences in plasticity during wakeful-
ness versus sleep. However, given a strong motivating
framework, such studies may be within the capabili-
ties of current technology.

Some experiments that relate to less direct predic-
tions have already been conducted for other purposes.
For instance, we would expect that the impulse re-
sponse of the cortex after extended wakefulness would
be near the boundary of criticality, and that during
slow wave sleep the impulse response would be moved
further from the boundary. This prediction is consis-
tent with some experimental data (Beggs and Plenz,
2003, 2004; Massimini et al., 2005).

In addition to its success in explaining some of the
established phenomenology of sleep and tiredness, the
tuning-for-criticality hypothesis makes a number of
testable psychophysical predictions. Moreover, intro-
ducing a plausible rival theory to the currently dom-
inant memory consolidation theory may help give a
framework for future research in this area.

One success of our hypothesis is that it explains
tiredness as an emergency protection against super-
criticality. If this is true, then it may be risky to sup-
press tiredness. Combating the symptoms of tired-
ness through constant stimulation or by using drugs
should increase the risk of suffering epilepsy. An in-
creased risk of epilepsy is likely to be a consequence of
regular sleep deprivation, particularly among babies
and children, whose brains are undergoing more sub-
stantial awake synaptic changes. Similarly the use
of melatonin to improve sleep patterns should help
control epilepsy.

According to our hypothesis, down-regulation of
synaptic plasticity is another symptom of tiredness.
This should make learning a new task more difficult
during tiredness. Furthermore, the sleep debt ac-
cumulated during an extended awake period should
be proportional to the fraction of that period during
which synaptic changes were permitted. This could
be evaluated by monitoring the ability to learn dur-
ing a period of sleep deprivation. It is also expected
that REM time should increase when it is anticipated
that the day-to-day environment will soon become
less predictable and less well typified by awake life.
This could be tested by studying the sleep patterns
of people about to alter their life circumstances.

We have already suggested that the phylogenetic
consequences of our theory would explain the high
encephalization of some cetaceans relative to their ap-
parent cognitive abilities. Sleep is common to much
of the animal kingdom and, although ranking learn-
ing ability or intelligence across species is a some-
what subjective enterprise, it does not appear that
the amount of REM sleep is correlated with intelli-
gence. We predict that further evidence for our the-
ory will be revealed by a closer examination of sleep
patterns, encephalization, cognitive ability, and envi-
ronmental unpredictability. There is also a develop-
mental implication: total sleep time should correlate
with brain growth rather than body growth.

Thanks to Jack D. Cowan for helpful discussion
and motivation, and to Stuart A. Tilbury for detailed
helpful comments and research. Supported by Sci-
ence Foundation Ireland grants 00/PI.1/C067 (BAP)
and 06/RFP/BIM020 (CJH).

References

D. H. Ackley, G. E. Hinton, and T. J. Sejnowski. A
learning algorithm for Boltzmann Machines. Cog-

nitive Science, 9:147–69, 1985.

10



S. R. Allen, J. Oswald, S. Lewis, and J. Tagney. The
effect of distorted visual input on sleep. Inter-

national Journal of Psychophysiology, 9:498–504,
1972.

L. B. Almeida. A learning rule for asynchronous
perceptrons with feedback in a combinatorial en-
vironment. In M. Caudill and C. Butler, edi-
tors, IEEE First International Conference on Neu-

ral Networks, volume 2, pages 609–18, San Diego,
CA, June 21–24 1987.

A. F. Atiya and Y. Abu-Mostafa. A method for the
associative storage of analog vectors. In Advances

in Neural Information Processing Systems 2, pages
590–5. Morgan Kaufmann, 1990.

P. Bak. The Science of Self-Organized Criticality.
Oxford University Press, 1997.

C. W. Bazil. Sleep and epilepsy. Seminars in Neu-

rology, 22(3):321–7, 2002.

J. M. Beggs and D. Plenz. Neuronal avalanches in cul-
tured slices of neocortex. Journal of Neuroscience,
23(35):11167–77, 2003.

J. M. Beggs and D. Plenz. Neuronal avalanches are
diverse and precise activity patterns that are stable
for many hours in cortical slice cultures. Journal

of Neuroscience, 24(22):5216–29, 2004.

D. R. Chialvo. Critical brain networks. Physica

A, 340(4):756, 2004. URL http://arxiv.org/

abs/cond-mat/0402538. Contribution to the Niels
Bohr Summer Institute on Complexity and Criti-
cality (2003); in Per Bak Memorial Issue of Physica

A.

C. Cirelli and G. Tononi. Differential expression of
plasticity-related genes in waking and sleep and
their regulation by the noradrenergic system. Jour-

nal of Neuroscience, 20(24):9187–94, 2000.

C. Cirelli, C. Gutierrez, and G. Tononi. Extensive
and divergent effects of sleep and wakefulness on
brain gene expression. Neuron, 41:35–43, 2004.

A. Coenen. Where is the classic interference theory
for sleep and memory. Behavioral and Brain Sci-

ences, 28:67–8, 2005.

R. M. Cohen, D. Pickar, D. Garnett, S. Lip-
per, J. C. Gillin, and D. L. Murphy. REM
sleep suppression induced by selective monoamine

oxidase inhibitors. Psychopharmacology, 78(2):
137–40, Oct. 1982. doi: 10.1007/BF00432251.
URL http://www.springerlink.com/content/

w7068p5747xxx575/.

F. Crick and C. Koch. Constraints on cortical and
thalamic projections: the no-strong-loops hypoth-
esis. Nature, 391(6664):245–50, 1998.

F. Crick and G. Mitchison. The function of dream
sleep. Nature, 304:111–4, 1983.

P. Dayan and G. E. Hinton. Varieties of Helmholtz
machine. Neural Networks, 9(8):1385–403, 1996.

P. Dayan, G. E. Hinton, R. M. Neal, and R. S. Zemel.
The Helmholtz machine. Neural Computation, 7
(5):889–904, Sept. 1995.

S. Derégnaucourt, P. P. Mitra, O. Fehér1, C. Pytte,
and O. Tchernichovski. How sleep affects the devel-
opmental learning of bird song. Nature, 433(7027):
710–6, 17 Feb. 2005. doi: 10.1038/nature03275.

A. Destexhe, S. W. Hughes, M. Rudolph, and
V. Crunelli. Are corticothalamic ‘up’ states frag-
ments of wakefulness? Trends in Neuroscience, 30
(7):334–42, 2007.

D. S. Dinner and H. O. Lüders, editors. Epilepsy
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